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Helena Alexanderson a,∗, Jon Y. Landvik a, Anatoly Molodkov b, Andrew S. Murray c

a Department of Plant and Environmental Sciences, Norwegian University of Life Sciences, PO Box 5003, NO-1432 Ås, Norway
b Research Laboratory for Quaternary Geochronology, Institute of Geology, Tallinn University of Technology, 5 Ehitajate Rd., Tallinn 19086, Estonia
c Nordic Laboratory for Luminescence Dating, Aarhus University, Risø DTU, DK-4000 Roskilde, Denmark

A R T I C L E   I N F O

Article history:
Received 28 June 2010
Received in revised form 28 March 2011
Accepted 1 April 2011
Available online 7 April 2011

Keywords:
Optically stimulated luminescence (OSL)
Electron spin resonance (ESR)
Radiocarbon
Sea level
Glaciations
Svalbard

A B S T R A C T

Waxing and waning ice sheets and changing sea levels have been interpreted from the Quaternary stratigraphic record at Leinstranda, Brengeralvøya in NW Svalbard. We have identified seven high relative sea-level events, related to glacio-isostatic loading, and separated by at least four glacial events. To establish a chronology for the high sea-level events (interstadials and interglacials) and the intervening glaciations, we have used three different absolute dating methods: optically stimulated luminescence (OSL) of shallow marine deposits, and electron spin resonance (ESR) and radiocarbon (AMS-14C) dating of fossils contained in these sediments. Of the absolute dating methods, OSL has provided the stratigraphically most consistent dataset and which also matches a biostratigraphically inferred interglacial. The ESR ages of mollusc shells suffer from low precision due to unusually large uranium content in most dated shell samples, which in turn is most likely a result of significant recent uranium enrichment of the sediments. Most radiocarbon ages are non-fi-

1. Introduction

Our ability to reconstruct past environments from various geological archives is improving and reconstructions are becoming more and more detailed. To place these records in a correct time frame we are dependent on absolute dating methods. Few techniques have sufficient range and capability to cover all types of deposits from the entire middle and late Quaternary and so usually a combination of methods is required. Radiocarbon dating has tended to dominate, but its age range limits the use to events younger than ~50 ka. For terrestrial stratigraphic studies luminescence dating is widely used, with optically stimulated luminescence (OSL) on quartz becoming a standard dating method over the last few decades. Other techniques include electron spin resonance (ESR) and terrestrial cosmogenic nuclide (TCN) dating, both of which have a longer age range.

The choice of chronological methods depends largely on the material available. For the late Quaternary history of Svalbard, raised marine sediments and their fossil content have formed the basis for dating (Mangerud et al., 1998). Dates of the marine sediments provide the timing of comparatively ice-free intervals, when the local relative sea-level was higher than present. They also give maximum and minimum ages for under- and overlying glacial sediments. These high relative sea-level events depend partly on eustatic sea-level rise but are also related to glaciations. A locally high sea level is necessarily largely due to isostatic loading of a preceding glaciation over the archipelago or the adjacent Barents Sea shelf (Mangerud et al., 1998), since the global sea level during most of this time has been low (Waelbroeck et al., 2002).

Three major glaciations of Svalbard have been identified during the Weichselian (Marine Isotope Stage, MIS, 5d, 4, 2) and one during the Saalian (MIS 6; Mangerud et al., 1998; Svendsen et al., 2004), but there are some uncertainties regarding their exact timing and correlation across sites due to disparities between different dating methods and low chronological resolution. To
improve our knowledge of the timing and to better understand the cause–effect relationships between ice sheets, land and sea, an accurate and precise absolute chronology of glaciations and relative sea-level change is highly desirable, not least to be able to compare the often fragmented high-resolution terrestrial record with the more continuous marine record.

Recent work at Leinstranda, Brøggerhalvøya in northwestern Svalbard has yielded more detailed information on the ice sheet dynamics during glaciations as well as relative sea-levels during interstadials/interglacials (Alexanderson et al., 2011). Here we present and discuss the chronological data from this site. Three different absolute dating methods on various materials have been used. We compare the techniques and assess the results from our study, and with those of previous investigations of the same site, and consider sources of error and other factors that may influence the accuracy and precision of the data.

2. Setting

The archipelago of Svalbard is situated in the northernmost North Atlantic between 74° and 81°N, at the boundary between cold Arctic and warmer Atlantic air- and water-masses. The focus of our studies is the Leinstranda site on Brøggerhalvøya on Spitsbergen, NW Svalbard (Fig. 1). The Brøggerhalvøya Peninsula is dominated by mainly Palaeozoic bedrock (carbonate rocks, sandstones, phyllites; Hjelle et al., 1999) with a thin Quaternary sediment cover. On central and southern Brøggerhalvøya the mountains are 500–900 m a.s.l. with several cirque and small valley glaciers, while the north-western tip is characterised by a strandflat with raised beach sediments.

The area experiences about four months of polar day and four months polar night per year. The annual air temperature at Ny Alesund on Brøggerhalvøya (Fig. 1) is −6.3 °C and the annual precipitation is 385 mm (average 1961–90; Norwegian Meteorological Institute). Permafrost extends to ~450 m depth but is shallower (~100 m) close to the shore, and the active layer is ~0.5–2 m thick (Orvin, 1934; Liestøl, 1976; Humlum et al., 2003; Forman et al., 2004).

The middle and late Quaternary history of Svalbard is characterised by glaciations of various extents (Mangerud et al., 1998). The terrestrial stratigraphical record is, however, largely dominated by shallow marine sediments deposited when the relative sea-level was higher than at present and not by tills (e.g. Mangerud et al., 1998; Alexanderson et al., 2011).

3. Previous studies

The Leinstranda site has previously been studied by Troitsky et al. (1979; their site 1), Miller (1982; his site 3), Miller et al. (1989; their site 15) and Forman (1999; site 15). From these studies, we have been able to identify the major units in the field and thus correlate to our stratigraphy. The investigators have used different dating methods and a summary of published ages, related to our stratigraphy (Alexanderson et al., 2011), is presented in Fig. 2. The published data include a relative chronology, with rough age inferences, based on amino acid geochronology (Miller, 1982; Miller et al., 1989) and absolute ages based on thermoluminescence (TL) dating (Troitsky et al., 1979), uranium/thorium (U/Th) dating (Miller et al., 1989) and infrared stimulated luminescence (IRSL) dating (Forman, 1999). Based on dating and/or correlation, the four high sea-level events (emergence cycles) recognised by Miller et al. (1989), have been assigned to the Saalian or older, the Eemian, the early Weichselian and the Holocene.

The more detailed stratigraphy and sedimentological analyses of Alexanderson et al. (2011) allow seven high relative sea-level...
Fig. 2. Composite log of the Leinstranda section and inferred relative sea level (Alexanderson et al., 2011) with new and previously published chronological data. Parallel OSL and ESR samples are indicated by arrows. Brackets indicate samples taken from the same sampling point.
events to be identified (Fig. 2). They are separated by hiatuses or non-marine units, with the exception of the transitions I–II and III–IV, respectively. The latter were formed during episodes with rising sea-levels and approaching glaciers, but were not necessarily preceded by non-marine conditions at the site (cf. Alexanderson et al., 2011). The main boundaries between these events correlate well to the emergence cycle boundaries of Miller et al. (1989).

4. Methods

4.1. Field work

Field work at Leinstranda was carried out in July–August 2007, with a complementary visit in 2009. The sediments sampled for OSL include shallow marine and littoral deposits: shoreface, beachface and subaqueous fans. OSL-samples were taken in opaque plastic tubes that were hammered into sediments exposed in coastal cliffs. Next to each OSL-tube, a cylinder volumeter was inserted for measurements of water content (Pusch, 1973). In a few cases of inhomogeneous sample surroundings, an additional background sample for dose rate was taken to include any materials within a 30 cm radius of the OSL sample that were not well represented by the sampling tube. This material was later combined with material from the tube in proportion to its occurrence within a 30 cm-radius sphere centred at the sample. Background samples for ESR-analyses were taken in a similar manner while the shells for ESR dating were handpicked, as were the bones, shells and piece of wood sampled for radiocarbon dating. After sampling, all samples were stored under dark and cool conditions. Where possible, parallel samples were taken for both OSL and ESR within centimetres of each other at the same stratigraphic level; these pairs are indicated by arrows in Fig. 2.

4.2. Optically stimulated luminescence

4.2.1. Method background

Optically stimulated luminescence (OSL) dating makes use of quartz or feldspar grains to establish the time that has passed since burial can be calculated (e.g. Aitken, 1998). Over the last 20 years the method has been frequently and successfully used to date late Quaternary deposits of various kinds (e.g. Duller, 2004; Lian and Roberts, 2006), including high-latitude modern and Pleistocene marine and glacimarine deposits, e.g. Mangerud et al. (1998) and Forman (1999) on Svalbard, and Jakobsson et al. (2003); Kjaer et al. (2003, 2006); Berger (2006) and Möller et al. (2008) elsewhere in the Arctic. Its usefulness is, however, partly dependent on geological setting (characteristics of the analysed mineral, cf. Alexanderson and Murray, in press) and on type of deposit (e.g. risk of incomplete bleaching). Jacobs (2008) has recently provided a comprehensive review of luminescence dating in marine and coastal environments.

4.2.2. Sample preparation

The preparation of OSL-samples was done at the Norwegian University of Life Sciences (chemical preparation) and at the Nordic Laboratory for Luminescence dating (chemical preparation and measurement). The sample tubes were opened under subdued red light and the outer ~4 cm from each end were used for dose rate measurements (subsample 1), while the central part was used for dose measurements (subsample 2). Subsample 1, if necessary complemented by additional material (see above), was dried, weighed, heated to $450^\circ$C for loss on ignition, weighed again and then crushed to approximately fine sand ~ silt size before being mixed with wax and cast into cups for gamma spectrometry measurements.

Subsample 2 was wet-sieved and the fraction $180–250 \mu m$ was chosen for further analyses. After treatment with 10% HCl to remove carbonates (5–120 min, depending on carbonate content) and 10% H$_2$O$_2$ to remove organic material (15 min), the selected fraction of subsample 2 was density separated using lithium hexaborontungstate (LST) heavy liquid at 2.62 g/cm$^3$. The lighter separate, consisting mainly of feldspars, was archived while the heavier one was etched with 38% HF for 1 h, followed by 10% HCl for 40 min. After drying, it was tested for purity with an IR-test (cf. Duller, 2003) and then measured.

4.2.3. Measurements

The cylinder volumeters were weighed with natural water content, saturated (after 24 h covered by water) and dried (after at least 24 h at 105°C) and the natural and saturated water contents were calculated as weight% (Pusch, 1973). The activity of

Table 1

Summary of radionuclide specific activities measured with high-resolution gamma spectrometry on the OSL samples from Leinstranda. Beta and gamma dose rates refer to dry material; for water contents and final dose rates see Table 3.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$^{238}$U (Bq/kg)</th>
<th>$^{226}$Ra (Bq/kg)</th>
<th>$^{222}$Th (Bq/kg)</th>
<th>$^{40}$K (Bq/kg)</th>
<th>Beta (Cy/ka)</th>
<th>Gamma (Cy/ka)</th>
</tr>
</thead>
<tbody>
<tr>
<td>081323</td>
<td>20 ± 4</td>
<td>16.8 ± 0.4</td>
<td>5.7 ± 0.3</td>
<td>124 ± 4</td>
<td>0.51 ± 0.02</td>
<td>0.29 ± 0.01</td>
</tr>
<tr>
<td>081324</td>
<td>16 ± 6</td>
<td>21.0 ± 0.5</td>
<td>9.1 ± 0.5</td>
<td>155 ± 6</td>
<td>0.61 ± 0.03</td>
<td>0.38 ± 0.02</td>
</tr>
<tr>
<td>081325</td>
<td>15 ± 4</td>
<td>19.3 ± 0.4</td>
<td>15.4 ± 0.4</td>
<td>245 ± 6</td>
<td>0.86 ± 0.02</td>
<td>0.52 ± 0.02</td>
</tr>
<tr>
<td>081326</td>
<td>28 ± 5</td>
<td>17.4 ± 0.4</td>
<td>19.1 ± 0.5</td>
<td>341 ± 8</td>
<td>1.17 ± 0.03</td>
<td>0.63 ± 0.02</td>
</tr>
<tr>
<td>081327</td>
<td>20 ± 4</td>
<td>16.7 ± 0.4</td>
<td>17.6 ± 0.4</td>
<td>275 ± 7</td>
<td>0.96 ± 0.03</td>
<td>0.56 ± 0.02</td>
</tr>
<tr>
<td>081328</td>
<td>24 ± 8</td>
<td>20.4 ± 0.7</td>
<td>9.1 ± 0.7</td>
<td>153 ± 8</td>
<td>0.60 ± 0.04</td>
<td>0.33 ± 0.02</td>
</tr>
<tr>
<td>081329</td>
<td>16 ± 4</td>
<td>15.9 ± 0.3</td>
<td>10.7 ± 0.3</td>
<td>194 ± 5</td>
<td>0.69 ± 0.02</td>
<td>0.40 ± 0.01</td>
</tr>
<tr>
<td>081330</td>
<td>12 ± 9</td>
<td>20.4 ± 0.7</td>
<td>12.5 ± 0.7</td>
<td>217 ± 9</td>
<td>0.77 ± 0.04</td>
<td>0.47 ± 0.02</td>
</tr>
<tr>
<td>081331</td>
<td>21 ± 4</td>
<td>21.8 ± 0.4</td>
<td>10.3 ± 0.4</td>
<td>117 ± 5</td>
<td>0.55 ± 0.02</td>
<td>0.38 ± 0.02</td>
</tr>
<tr>
<td>081332</td>
<td>18 ± 4</td>
<td>21.0 ± 0.4</td>
<td>5.6 ± 0.3</td>
<td>111 ± 4</td>
<td>0.49 ± 0.02</td>
<td>0.31 ± 0.02</td>
</tr>
<tr>
<td>081333</td>
<td>18 ± 6</td>
<td>15.3 ± 0.5</td>
<td>17.0 ± 0.6</td>
<td>292 ± 9</td>
<td>0.98 ± 0.03</td>
<td>0.55 ± 0.02</td>
</tr>
<tr>
<td>081334</td>
<td>19 ± 4</td>
<td>18.3 ± 0.3</td>
<td>15.5 ± 0.3</td>
<td>240 ± 5</td>
<td>0.86 ± 0.02</td>
<td>0.51 ± 0.02</td>
</tr>
<tr>
<td>081335</td>
<td>13 ± 2</td>
<td>15.8 ± 0.2</td>
<td>12.8 ± 0.2</td>
<td>208 ± 4</td>
<td>0.73 ± 0.02</td>
<td>0.43 ± 0.01</td>
</tr>
<tr>
<td>081336</td>
<td>17 ± 2</td>
<td>19.0 ± 0.3</td>
<td>8.6 ± 0.2</td>
<td>149 ± 3</td>
<td>0.59 ± 0.02</td>
<td>0.36 ± 0.02</td>
</tr>
<tr>
<td>081337</td>
<td>26 ± 7</td>
<td>23.9 ± 0.6</td>
<td>9.4 ± 0.5</td>
<td>132 ± 6</td>
<td>0.62 ± 0.03</td>
<td>0.39 ± 0.02</td>
</tr>
<tr>
<td>081338</td>
<td>15 ± 3</td>
<td>13.9 ± 0.3</td>
<td>6.1 ± 0.2</td>
<td>111 ± 3</td>
<td>0.44 ± 0.02</td>
<td>0.26 ± 0.01</td>
</tr>
<tr>
<td>081339</td>
<td>2 ± 8</td>
<td>22.3 ± 0.6</td>
<td>7.9 ± 0.6</td>
<td>173 ± 7</td>
<td>0.60 ± 0.04</td>
<td>0.39 ± 0.02</td>
</tr>
<tr>
<td>081340</td>
<td>22 ± 5</td>
<td>22.7 ± 0.5</td>
<td>6.3 ± 0.4</td>
<td>101 ± 5</td>
<td>0.50 ± 0.03</td>
<td>0.32 ± 0.02</td>
</tr>
</tbody>
</table>
radionuclides in the sediment was determined with high-resolution laboratory-based gamma spectrometry (Table 1; Murray et al., 1987).

The luminescence was measured from large aliquots of quartz on Risø TL/OSL-readers equipped with calibrated 90Sr/90Y beta radiation sources (dose rate 0.05–0.27 Gy/s), blue (470 ± 30 nm; ~50 mW/cm²) light sources, and detection was through 7 mm of U340 glass filter (Bøtter-Jensen et al., 2000). Each aliquot contained about 1500–2000 grains. Analyses were carried out using single aliquot regenerative (SAR) protocols (Table 2) (Murray and Wintle, 2000, 2003). Dose measurements at different preheat/cutheat combinations (preheat plateau tests) show that the dose, within errors, is largely independent of temperatures up to 260 °C (Fig. 3).

Higher temperatures give apparently higher doses, which may be due to thermal transfer. The chosen temperature combination for the majority of the samples (220/180 °C) is situated on the middle of the plateau and gave good recycling ratios and low recuperation. The quartz is bright, with a signal dominated by the fast component of the plateau and gave good recycling ratios and low recuperation. The preheat and cutheat temperatures (protocol B, Table 2; cf. Jain et al., 2008). IR-tests showed that the infrared stimulated signal (from radiation sources (dose rate 0.05 Gy/s)) for all samples (generally feldspar) was small in relation to the blue stimulated signal (from quartz) for all samples (generally ~3%), and any feldspar contamination was therefore deemed insignificant.

At least 20, usually 24 aliquots were measured for each sample but for a few samples the amount of material set lower limits. Extended growth curves show that the luminescence response to dose continues to rise well above the natural equivalent doses and the samples do not appear to be close to saturation (Fig. 4B). A typical D0 for the Leinstranda samples is ~110 Gy, suggesting that the maximum measurable dose is in the order of ~220 Gy, above the observed D0’s (Table 3).

Dose recovery tests were carried out for at least 3 aliquots per sample, sometimes more. Bleaching for dose recovery tests was done with a Hönle SOL2 solar simulator for 1 h. The dose recovery results for all aliquots that passed the rejection criteria and that were measured with the appropriate protocol averages 1.02 ± 0.03 (n = 52; given dose range 31–120 Gy; Fig. 5) which demonstrates that the selected protocols are able to recover a dose given in the laboratory before any heat treatment. The mean recycling ratio for all accepted dose recovery measurements is 0.969 ± 0.009 (n = 52) and for all dose estimates 0.998 ± 0.003 (n = 434). Recuperation is generally small.

4.2.4. Data analysis

Equivalent doses were calculated using Risø Analyst 3.24 with exponential curve fitting (Table 3). The first 0.8 s (channels 1–5 of 250) were used for peak integration and the following 0.8 s (channels 6–10) for background (cf. Cunningham and Wallinga, 2010). For the young sample 081341 channels 1–10 and 11–20 were used to improve counting statistics. Aliquots were rejected if the recycling ratio was more than 10% from unity, test dose error >10%, equivalent dose error >50% or the signal less than three sigma above the background. However, only few aliquots had to be rejected (Table 3). Signal component analyses were done in SigmaPlot 10.0 using the formulae of Choi et al. (2006). The final ages were calculated as the mean of the accepted aliquots, with the standard error representing the uncertainty associated with each age. As a comparison, ages were also calculated according to the minimum-age model (Galbraith et al., 1999; excel macro developed by Sébastien Huot), after adding an overdispersion value of 15%.

The total dose rate was calculated from the gamma spectrometry data (Tables 1 and 3), assuming secular equilibrium and using the dose-rate conversion factors of Adamić and Aitken (1998), with the addition of cosmic rays (Prescott and Hutton, 1994), and assuming a water content close to saturation. The water content was estimated by using the saturated value (range 27–35) for 95% of the time since deposition, and the current (at sampling) water content (range 3–18%) for 5% of the time. This assumption is based on that the sediments for most of the time since deposition have been at or close to saturation, because of being below sea-level, below a glacier with basal melting or within the permafrost zone. No indications of past or present large ground ice bodies have been found at the site and the pore-space ice content is therefore believed to be roughly similar to the water content.

4.3. Electron spin resonance

4.3.1. Method background

Since Ikeya and Ohmura (1981) first recognised mollusc shell material as a possible dating object by electron spin resonance, the method has been gradually improved (e.g. Molodkov, 1988, 1993).
and has become a most useful chronostratigraphic tool for the early Pleistocene to the late Holocene (Grün, 1989; Rink, 1997). The ESR method has been applied to shell-bearing deposits of marine, freshwater and terrestrial genesis (e.g. Schellmann and Radtke, 1997; Molodkov, 2001; Molodkov et al., 2002; Molodkov and Bolikhovskaya, 2002, 2009).

The method is based on direct measurement of the amount of radiation-induced paramagnetic centres, formed in shell material exposed to natural radiation. At the time of formation, the lattice structure of the biogenic carbonate in the shell has no radiation-induced paramagnetic centres, but ionising radiation from the shell itself and the environment (including matrix and cosmic) causes their gradual accumulation. A shell sample will therefore have long-lived radiation doses and ages presented in stratigraphic order. The uncertainty of each event age is the standard deviation of the population of mean sample ages. OD is overdispersion.

4.3.2. Sample preparation

The ESR method has been applied in the present study to date marine mollusc shells (species of Mya truncata, Hiarella arctica and Astarte sp.) taken directly from the section of the Leinstranda site. Single whole valves and in some cases paired valves were used.

The shells were washed in distilled water; the remnant sand and clay minerals were removed in an ultrasonic bath; shell thickness was measured and they were etched by dilute acetic acid in order to remove 20 μm of the alpha-irradiated surface from either side of the shell, then washed repeatedly in distilled water and dried at room temperature. The dried shell samples were gently ground with an agate mortar and pestle, sieved in order to separate the fraction of 70–400 μm, washed four times with distilled water to remove adhered <70 μm particles, then allowed to dry at room temperature again. Finally each sample was normally divided into 11 aliquots. Of those 10 were irradiated by a calibrated 60Co source with a dose of 0.01 mGy/min, while the last one, in some cases, was left unirradiated.

### Table 3

OSL doses and ages presented in stratigraphic order. The uncertainty of each event age is the standard deviation of the population of mean sample ages. OD is overdispersion.

<table>
<thead>
<tr>
<th>Sample no.</th>
<th>Unit</th>
<th>Deposit type</th>
<th>Depth (m)</th>
<th>MAM3 age* (ka)</th>
<th>Mean age (ka)</th>
<th>Dose (Gy)</th>
<th>OD (%)</th>
<th>Skewness</th>
<th>n</th>
<th>Dose rate (Gy/ka)</th>
<th>w.c. (%)</th>
<th>Inferred age (ka) of event</th>
</tr>
</thead>
<tbody>
<tr>
<td>081341</td>
<td>-</td>
<td>beach</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0.24 ± 0.05</td>
<td>23</td>
<td>-0.32</td>
<td>15</td>
<td>18</td>
<td>-</td>
<td>VI: 36±3</td>
</tr>
<tr>
<td>081323</td>
<td>18</td>
<td>beachface</td>
<td>1.5</td>
<td>30 ± 3</td>
<td>36 ± 3</td>
<td>29 ± 2</td>
<td>30</td>
<td>2.04</td>
<td>26</td>
<td>27</td>
<td>0.80 ± 0.04</td>
<td>31</td>
</tr>
<tr>
<td>081333</td>
<td>17</td>
<td>beachface</td>
<td>2.8</td>
<td>87 ± 5</td>
<td>89 ± 5</td>
<td>113 ± 3</td>
<td>14</td>
<td>0.17</td>
<td>25</td>
<td>27</td>
<td>1.27 ± 0.05</td>
<td>33</td>
</tr>
<tr>
<td>081324</td>
<td>16</td>
<td>shoreface</td>
<td>7.0</td>
<td>96 ± 9</td>
<td>98 ± 6</td>
<td>87 ± 2</td>
<td>11</td>
<td>0.13</td>
<td>25</td>
<td>26</td>
<td>0.89 ± 0.05</td>
<td>26</td>
</tr>
<tr>
<td>081325</td>
<td>16</td>
<td>shoreface</td>
<td>7.3</td>
<td>93 ± 6</td>
<td>97 ± 6</td>
<td>108 ± 5</td>
<td>17</td>
<td>2.42</td>
<td>25</td>
<td>26</td>
<td>1.11 ± 0.05</td>
<td>33</td>
</tr>
<tr>
<td>081326</td>
<td>16</td>
<td>shoreface</td>
<td>8.0</td>
<td>88 ± 6</td>
<td>94 ± 6</td>
<td>131 ± 5</td>
<td>18</td>
<td>1.59</td>
<td>28</td>
<td>28</td>
<td>1.40 ± 0.06</td>
<td>33</td>
</tr>
<tr>
<td>081327</td>
<td>16</td>
<td>shoreface</td>
<td>9.5</td>
<td>109 ± 6</td>
<td>111 ± 7</td>
<td>132 ± 5</td>
<td>14</td>
<td>0.76</td>
<td>23</td>
<td>24</td>
<td>1.18 ± 0.05</td>
<td>33</td>
</tr>
<tr>
<td>081334</td>
<td>16</td>
<td>shoreface</td>
<td>9.0</td>
<td>104 ± 6</td>
<td>106 ± 6</td>
<td>120 ± 4</td>
<td>9</td>
<td>0.53</td>
<td>24</td>
<td>24</td>
<td>1.13 ± 0.05</td>
<td>28</td>
</tr>
<tr>
<td>081328</td>
<td>11</td>
<td>beachface</td>
<td>14.0</td>
<td>123 ± 9</td>
<td>129 ± 10</td>
<td>98 ± 4</td>
<td>18</td>
<td>2.01</td>
<td>23</td>
<td>24</td>
<td>0.76 ± 0.05</td>
<td>32</td>
</tr>
<tr>
<td>081329</td>
<td>10</td>
<td>shoreface</td>
<td>14.5</td>
<td>121 ± 8</td>
<td>122 ± 8</td>
<td>116 ± 4</td>
<td>12</td>
<td>0.96</td>
<td>23</td>
<td>24</td>
<td>0.94 ± 0.05</td>
<td>22</td>
</tr>
<tr>
<td>081330</td>
<td>10</td>
<td>shoreface</td>
<td>14.5</td>
<td>113 ± 8</td>
<td>122 ± 10</td>
<td>121 ± 7</td>
<td>23</td>
<td>-0.51</td>
<td>23</td>
<td>24</td>
<td>0.99 ± 0.05</td>
<td>30</td>
</tr>
<tr>
<td>081335</td>
<td>10</td>
<td>shoreface</td>
<td>14.5</td>
<td>135 ± 9</td>
<td>143 ± 9</td>
<td>134 ± 5</td>
<td>16</td>
<td>1.92</td>
<td>24</td>
<td>24</td>
<td>0.94 ± 0.04</td>
<td>30</td>
</tr>
<tr>
<td>081331</td>
<td>3</td>
<td>subaqueous fan</td>
<td>20.5</td>
<td>172 ± 12</td>
<td>173 ± 11</td>
<td>133 ± 3</td>
<td>10</td>
<td>-0.43</td>
<td>22</td>
<td>24</td>
<td>0.77 ± 0.04</td>
<td>28</td>
</tr>
<tr>
<td>081336</td>
<td>3</td>
<td>subaqueous fan</td>
<td>22.5</td>
<td>182 ± 12</td>
<td>184 ± 12</td>
<td>141 ± 5</td>
<td>10</td>
<td>1.14</td>
<td>18</td>
<td>20</td>
<td>0.77 ± 0.04</td>
<td>30</td>
</tr>
<tr>
<td>081332</td>
<td>3</td>
<td>subaqueous fan</td>
<td>25.0</td>
<td>237 ± 18</td>
<td>239 ± 17</td>
<td>156 ± 5</td>
<td>9</td>
<td>1.49</td>
<td>17</td>
<td>20</td>
<td>0.65 ± 0.04</td>
<td>30</td>
</tr>
<tr>
<td>081337</td>
<td>3</td>
<td>subaqueous fan</td>
<td>26.0</td>
<td>183 ± 13</td>
<td>187 ± 14</td>
<td>151 ± 6</td>
<td>17</td>
<td>1.11</td>
<td>24</td>
<td>24</td>
<td>0.81 ± 0.05</td>
<td>29</td>
</tr>
<tr>
<td>081338</td>
<td>3</td>
<td>subaqueous fan</td>
<td>26.5</td>
<td>172 ± 13</td>
<td>183 ± 15</td>
<td>109 ± 5</td>
<td>17</td>
<td>2.11</td>
<td>24</td>
<td>24</td>
<td>0.60 ± 0.04</td>
<td>28</td>
</tr>
<tr>
<td>081339</td>
<td>3</td>
<td>subaqueous fan</td>
<td>26.8</td>
<td>149 ± 11</td>
<td>151 ± 11</td>
<td>119 ± 3</td>
<td>12</td>
<td>1.21</td>
<td>24</td>
<td>24</td>
<td>0.79 ± 0.05</td>
<td>30</td>
</tr>
<tr>
<td>081340</td>
<td>2</td>
<td>shoreface</td>
<td>27.0</td>
<td>193 ± 14</td>
<td>196 ± 15</td>
<td>128 ± 4</td>
<td>17</td>
<td>0.42</td>
<td>27</td>
<td>27</td>
<td>0.65 ± 0.04</td>
<td>32</td>
</tr>
</tbody>
</table>

* Ages calculated by the three-parameter Minimum Age Model (Galbraith et al., 1999, excel macro by Sébastien Huot).

b Excludes two outliers for reasons discussed in text.
rate of about 47 mGy s\(^{-1}\) at doses ranging from 100 to 1000 Gy with radiation steps of 100 Gy. After irradiation, all shell aliquots were annealed for 2 h at 100 °C to allow fading of any possible short-lived ESR signals induced by laboratory radiation.

4.3.3. ESR analysis

All ESR age determinations were carried out at the Research Laboratory for Quaternary Geochronology (RLQG), Institute of Geology, Tallinn University of Technology. An overview of the ESR dating procedure used in RLQG is presented in Molodkov et al. (1998). A brief outline of the procedure is given below.

Shell samples were analysed with an ESR-221 spectrometer (X-band) at room temperature. All the shells studied were composed of aragonite, and displayed typical ESR spectra (Fig. 6).

Quantification of the 2.0012 centre (Molodkov, 1988) concentration was obtained from the peak-to-peak amplitude in derivative over-modulated spectra of the shell. The over-modulation (OM) detection technique (Molodkov, 1988, 1993) was used to enhance the analytical line at \(g = 2.0012, \Delta B_{pp} \approx 0.22\) mT (measured with magnetic field modulation of 0.025 mT), and to suppress the narrower interfering radiation-induced signals at \(g_1 - g_4\) and broader signal at \(g_5\) (Fig. 6) minimising superposition effects from these lines. The method applied assures dosimetric read-out of the intensity of the true resonance line shape, which is a more precise parameter compared to the overlapping peak intensities of the high-resolution ESR derivative spectra traditionally employed. The line at \(g = 2.0012\) was recorded with a sweep width of 100 mT, a scan speed of 3.7 mT/min, and time constant of 0.01 s. The microwave power used for these measurements was 2 mW with 100 kHz magnetic field modulation at 1 mT.

Reconstruction of palaeodose, \(P\), was performed by extrapolating the regression lines to zero ESR intensities. The multiple-aliquot additive-dose technique was applied to construct dose-dependent curves. The data points used for ESR regression are the means of up to ten measurements of the \(g = 2.0012\) ESR signal (Molodkov, 1988, 1993) for each aliquot. The range of correlation coefficients \((R^2)\) varied from about 0.999 to 0.9999 for all samples, which indicates the reliability of the determination of the key

---

**Fig. 5.** Radial plot of dose recovery results for all accepted aliquots measured with the chosen protocols, cf. Table 2. The mean ratio is close to one which shows that our protocols are able to recover a given dose. Three of the higher outliers are from the same sample, 081327, indicating that the equivalent doses from that sample may be slightly overestimated.

**Fig. 6.** Typical ESR spectra of the shell samples from the Leinstranda site. The analytical signal at \(g = 2.0012\) (dotted) is extracted from the conventional shell spectrum (solid) by modulation amplitude of 1 mT (over-modulation (OM) detection method; Molodkov, 1988, 1993). The OM-signal intensity is normalised with respect to the peak intensities of the conventional ESR spectra of the shell recorded at much smaller modulation amplitude of 0.025 mT.
parameter of radiation exposure dating methods — the accumulated palaeodose, \( P \) (Fig. 7).

External dose determination is broadly similar to that for OSL dating (see above). Internal dose rate was calculated based on the determination of U-content in the shells by ICP-MS, taking into account the in-growth of \(^{230}\)Th with daughters in the shell during its buried state (Ikeya, 1985; Molodkov, 1986; Molodkov et al., 1998). However, mollusc shell may act as an open system in its buried state (Ikeya, 1985; Molodkov, 1986; Molodkov et al., 1998). Therefore, an ESR open system (ESR-OS) dating method (Molodkov, 1988) should be applied in this case. In the present study we have used this method, based on thermal ionisation mass spectrometry (TIMS) analyses, for one of the shells with anomalously high measured content of uranium (~19 ppm).

4.4. Radiocarbon AMS

The preparation of the samples for radiocarbon dating was done at the National Laboratory for \(^{14}\)C Dating, Norwegian University of Science and Technology, and AMS-measurements were carried out at the accelerator at Uppsala University, Sweden. The piece of wood (probably larch) was treated with diluted NaOH (5%) and diluted HCl (5%) to remove humic acids and carbonates, respectively. The shell (truncate softshelled clam) was etched with diluted HCl to remove the outermost part which may have been contaminated (22% removed; S. Gulliksen pers.comm. 2010). The inorganic fraction of the whale rib bone (possibly bowhead whale; Miller et al., 1989) and the bird jaw (Brünnich’s guillemot) was removed by treatment with cold NaOH (5%) to remove humic acids. The collagen was then extracted with warm distilled water (pH = 3) and dried.

The one finite result has been corrected for a reservoir effect of 440 years (Mangerud et al., 2006) and calibrated according to Fairbanks et al. (2005).

5. Results

5.1. Optically stimulated luminescence

Total dose rates are between 0.60 and 1.40 Gy/ka (Table 3). Equivalent doses of the stratigraphic samples range from 29 to 156 Gy, with a corresponding age range of 36–239 ka (minimum ages 30–237 ka; Table 3). A modern analogue from the present day beach gives a low dose of 0.24 Gy. The ages largely follow stratigraphic order and group within each high sea-level event (Fig. 2, Table 3). The equivalent dose distributions are fairly wide (Fig. 8) and the average overdispersion is 15% (range 9–30%; Table 3); this is the same as the overdispersion for the dose recovery measurements (15%, see also Fig. 5). Eight of the nineteen samples are significantly positively skewed (i.e. skewness > 2 × standard error of skewness; Table 3), but for all but one sample the minimum age (Galbraith et al., 1999) overlaps with the mean age within errors. Possible causes for overdispersion and the skewed distributions are examined in the Discussion below.

From the (OSL) gamma spectrometry data, there does not appear to be any significant disequilibrium in the U-series, at least down to \(^{226}\)Ra, except for a few samples (Fig. 9A). A plot of \(^{226}\)Ra against \(^{232}\)Th reveals a weak negative correlation (Fig. 9B), and HCl-dissolution of a few sediment samples shows that the \(^{226}\)Ra/\(^{232}\)Th ratio seems to be strongly correlated to carbonate content.

5.2. Electron spin resonance

Analytical data and the results of ESR dating are listed in Table 4. In most cases ESR ages were determined on up to three different shell specimens taken from the same sampling point (e.g., in unit 15). The ESR analysis was performed, as a rule, on whole well-preserved aragonite shells belonging to three different boreal–arctic marine mollusc species. Due to very high uranium content in most of the shells and a correspondingly large uncertainty in the internal dose rate, their ages were calculated in two ways: (1) assuming early uptake of uranium (i.e. soon after burial) to 0.8 ppm, a typical average of uranium content (\( U_{in} \)) in the shells (Molodkov, unpublished data on more than 300 Pleistocene mollusc shells), followed very recently (late Holocene) by a rapid uptake to the measured value of \( U_{in} \) which has practically not contributed to the growth of the time-averaged \( U_{in} \) and, therefore, to the age calculated for \( U_{in} = 0.8 \) ppm; and (2) early U-uptake up to the measured value of \( U_{in} \) (Table 4). The ESR ages obtained are thus maximum and minimum values of the most probable ages. Single ages were calculated only for the two dated shells with typical U contents (about 0.8 ppm; RLQG 371-039 and 375-039, units 9 and 15, respectively).

![Fig. 7. Typical dose response curves of the analytical line at \( g = 2.0012 \) for the shell samples from the Leinstranda site. Each measurement was repeated up to 10 times for every dose and the mean taken.](image-url)
Thus, ESR ages of the shell samples seem to fall into three groups (from the bottom upwards): about 208 ka (MIS 7, event II), 79 ka (MIS 5a, event III) and 59 ka (MIS 4, event V). For details see Discussion section below.

5.3. Radiocarbon

Three of the four samples returned non-finite radiocarbon ages, older than ~45,000 years (Table 5). The fourth sample had a finite age (46.5 ± 0.6 cal. ka BP), although close to the measurement limit.

6. Discussion

6.1. Dosimetry

A few samples display apparent disequilibrium in the U-series. OSL-sample 081339, with a particularly low U-concentration (far left in Fig. 9A), is most noteworthy and the significantly lower age of this sample compared to the rest from the same unit (Fig. 2) may be related to the possible disequilibrium. However, the U-series usually only contributes ~30% of the total dose rate to quartz, and so minor uncertainties in the U dose rate contribution are not likely to be significant.

The weak negative correlation between \(^{226}\text{Ra}\) and \(^{232}\text{Th}\) is an unexpected pattern that may be more easily understood when the Leinstranda samples are compared with similar data from other sites in the Kongsfjorden area (Fig. 9B). It appears that many samples on Brøggerhalvøya (incl. Leinstranda) have higher \(^{226}\text{Ra}\) contents than expected when compared to data from other sites in the area (Alexanderson & Ryen, unpublished). This may be due to the carbonate content of the sediments. Marine carbonate rocks, such as those on northern Brøggerhalvøya (Hjelle et al., 1999), are commonly relatively rich in uranium (and subsequently radium, if the U concentration is old compared to the \(^{230}\text{Th}\) half life of ~80 ka) compared to thorium (cf. Cheng et al., 1998; van Calsteren and Thomas, 2006) and we believe a mixture of material from such a source and from a ‘regular’ (non-carbonate) source could explain the pattern we see for the Leinstranda samples.

Unusually high internal uranium content in most shells (up to ~19 ppm; Table 4) has led to large uncertainties in the dosimetry for the ESR-analyses and, as a result, wide ranges of possible ages. Typical uranium content in shells average about 0.8 ppm, and the internal component of radiation dose forms only a small part (usually less than 15% in average) of the total dose (Molodkov, unpublished data). Therefore, possible variation in such a relatively low U content during a shell’s burial state cannot be the cause of any great deviation of the shell’s age from the true one. However, if the uranium concentration in the shell is very high, the internal
Table 4
ESR and radioactivity data for shells and enclosing sediment samples from the Leinstranda site presented in stratigraphic order. Sed. is dominant grain size of the surrounding sediment (F = fines (silt, clay), S = sand and G = gravel); P is the paleodeposite; \(P_{\text{int}}\) is the internal component of paleodeposite; \(U_{\text{in}}\) is the measured uranium content in the shells; \(U_{\text{ave}}\) is the time-averaged uranium content in the shell; Th, Th and K are the uranium, thorium and potassium content in the sediment as determined from laboratory gamma spectrometry.

<table>
<thead>
<tr>
<th>Sample no.</th>
<th>Unit</th>
<th>Mollusc species</th>
<th>Sed.</th>
<th>Depth (m)</th>
<th>Age ranges (ka)</th>
<th>(P) (Gy)</th>
<th>(P_{\text{int}}) (Gy)</th>
<th>(U_{\text{in}}) (ppm)</th>
<th>(U_{\text{ave}}) (ppm)</th>
<th>(Th_{\text{ave}}) (ppm)</th>
<th>(K_{\text{ave}}) (%)</th>
<th>Inferred age (ka) of event</th>
</tr>
</thead>
<tbody>
<tr>
<td>376-088</td>
<td>16</td>
<td><em>Hiatella arctica</em></td>
<td>S</td>
<td>8.0</td>
<td>50 – 29</td>
<td>68</td>
<td>33</td>
<td>6.44</td>
<td>1.22</td>
<td>5.84</td>
<td>1.23</td>
<td>59 ka MIS 4</td>
</tr>
<tr>
<td>381-039</td>
<td>16</td>
<td><em>Mya truncata</em></td>
<td>S</td>
<td>9.5</td>
<td>111 – 46</td>
<td>106</td>
<td>73</td>
<td>7.40</td>
<td>1.29</td>
<td>2.45</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>382-039</td>
<td>16</td>
<td><em>Mya truncata</em></td>
<td>S</td>
<td>9.5</td>
<td>127 – 41</td>
<td>121</td>
<td>93</td>
<td>10.97</td>
<td>1.29</td>
<td>2.45</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>372-039</td>
<td>15</td>
<td><em>Mya truncata</em></td>
<td>F</td>
<td>10.0</td>
<td>64 – 36</td>
<td>123</td>
<td>60</td>
<td>9.00</td>
<td>1.88</td>
<td>8.45</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td>374-039</td>
<td>15</td>
<td><em>Mya truncata</em></td>
<td>F</td>
<td>10.0</td>
<td>58 – 35</td>
<td>107</td>
<td>49</td>
<td>7.40</td>
<td>1.88</td>
<td>8.45</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td>375-039</td>
<td>15</td>
<td><em>Mya truncata</em></td>
<td>F</td>
<td>10.0</td>
<td>65 – 36</td>
<td>113</td>
<td>56</td>
<td>8.00</td>
<td>1.88</td>
<td>8.45</td>
<td>2.25</td>
<td></td>
</tr>
<tr>
<td>377-088</td>
<td>10</td>
<td><em>Mya truncata</em></td>
<td>S</td>
<td>14.5</td>
<td>96 – 58</td>
<td>93</td>
<td>49</td>
<td>3.87</td>
<td>1.03</td>
<td>2.33</td>
<td>0.73</td>
<td>III: ~79 ka MIS 5a</td>
</tr>
<tr>
<td>369-039</td>
<td>9</td>
<td><em>Astarte</em></td>
<td>15.0</td>
<td>46 – 35</td>
<td>80</td>
<td>25</td>
<td>3.75</td>
<td>1.90</td>
<td>7.99</td>
<td>2.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>370-039</td>
<td>9</td>
<td><em>Astarte</em></td>
<td>15.0</td>
<td>52 – 38</td>
<td>100</td>
<td>32</td>
<td>4.40</td>
<td>1.90</td>
<td>7.99</td>
<td>2.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>371-090</td>
<td>9</td>
<td><em>Hiatella arctica</em></td>
<td>F</td>
<td>16.0</td>
<td>79 ± 6</td>
<td>159</td>
<td>16</td>
<td>0.80</td>
<td>2.28</td>
<td>9.88</td>
<td>2.58</td>
<td></td>
</tr>
<tr>
<td>383-039</td>
<td>6</td>
<td><em>Hiatella arctica</em></td>
<td>G</td>
<td>17.0</td>
<td>365 – 72</td>
<td>380</td>
<td>328</td>
<td>19.10</td>
<td>1.90</td>
<td>1.05</td>
<td>0.53</td>
<td>Reworked from MIS 9-11?</td>
</tr>
<tr>
<td>383-039-OSa</td>
<td>6</td>
<td><em>Hiatella arctica</em></td>
<td>G</td>
<td>17.0</td>
<td>405±31</td>
<td>380</td>
<td>94</td>
<td>0.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>384-039</td>
<td>6</td>
<td><em>Hiatella arctica</em></td>
<td>G</td>
<td>17.0</td>
<td>335 – 95</td>
<td>356</td>
<td>285</td>
<td>11.40</td>
<td>1.90</td>
<td>1.05</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>379-039</td>
<td>6</td>
<td><em>Hiatella arctica</em></td>
<td>G</td>
<td>17.0</td>
<td>232 – 85</td>
<td>273</td>
<td>198</td>
<td>9.10</td>
<td>2.61</td>
<td>1.61</td>
<td>0.61</td>
<td>II: ~200 ka reworked from MIS ??</td>
</tr>
<tr>
<td>380-039</td>
<td>6</td>
<td><em>Hiatella arctica</em></td>
<td>G</td>
<td>17.0</td>
<td>184 – 78</td>
<td>208</td>
<td>142</td>
<td>7.30</td>
<td>2.61</td>
<td>1.61</td>
<td>0.61</td>
<td></td>
</tr>
</tbody>
</table>

\(a\) The laboratory code RLQG is omitted in the Table.
\(b\) The upper age limit is for early uptake of uranium assuming a typical average of internal uranium content in the shells \(U_{\text{in}}\) = 0.80 ppm derived from measurements of more than 300 Pleistocene shells (Molodkov, unpublished). The lower limit is for early uptake using the measured value of \(U_{\text{in}}\) 59±5 and 79±6 are ages of shells with measured \(U_{\text{in}}\) values close to typical ones and can be considered as reliable.
\(c\) Reasons for inferring ages are discussed in the text.
\(d\) The sample is dated by the ESR open system method (Molodkov, 1988).

As it was shown in an early work by Molodkov (1988), the present-day \(^{230}\)Th activity in the shell may serve as a good indicator of time-averaged U content in the shell. Thorium is geochemically immobile. Therefore, radiogenic \(^{230}\)Th is usually permanently fixed in the shell and its residing within the shell may meet the closed-system requirements. In view hereof, the link \(^{234}\)U
\(^{230}\)Th in the uranium decay chain may be considered as a low-pass filter ‘smoothing’ the \(^{230}\)Th activity fluctuations in the shell after possible changes of U content value in it during its buried state, allowing to calculate a value of time-averaged U content in the shell from the measured \(^{230}\)Th activity.

Thermal ionisation mass spectrometry (TIMS) measurements of the shell (RLQG 383-039) with the highest content \(U_{\text{in}} = 19.1\) ppm have shown that the \(^{230}\)Th activity in the shell is negligible. The time-averaged U content in this shell is calculated to be 0.4 ppm, which gives an ESR-OS age of 405 ± 31 ka (Table 4). The TIMS and ESR-OS results obtained indicate a very recent (late Holocene) uptake of uranium in this shell. The result allows us to consider, as very likely, the possibility of recent U uptake resulting in older ages also for other shells with high U content at this site; and thus that an age model assuming late (or recent) uranium uptake should be preferred (cf. Molodkov, 1988). This leads us to presume that the maximum ages (i.e. recent U uptake) of also most other shells at the site are to be preferred to the minimum ages.

It is most likely that the shells with the high U content took up the uranium from U-rich water that percolated through the sediments. The U content in the water need not be very high since shells are good at scavenging U. At least three potential sources of recent uranium have been identified: bedrock, sea-bird colonies and coal burning, and at least three transport agents (groundwater, surface water, precipitation). We find it unlikely that the uranium is derived by deep groundwater that has picked up uranium from the bedrock since the bedrock is not known to be particularly rich in uranium and because the thick permafrost prevents deep groundwater flow except in localised areas (e.g. Haldorsen et al., 2010). On the other hand, all samples were taken in the active layer of a coastal sediment cliff and have therefore been exposed to precipitation, surface water flow in gullies and seepage of shallow groundwater from within the active layer since the cliff retreated to near its current position. Dowdall et al. (2005) also interpreted the source of enrichment of for example \(^{234}\)U in organic material on Brøggerhalvøya to be due to lateral flow of melt water or stream/soil water. Sea-bird colonies have been shown to give rise to elevated uranium concentrations in deposits below the nesting grounds (Dowdall et al., 2003), but there are not any large colonies within the catchment of the Leinstranda site.

We find coal mining and coal burning in the nearby former coal-mining settlement of Ny Ålesund to be the most likely source for the uranium enrichment. Radiological studies indicate elevated radioactivity in the vicinity of the mines (Dowdall et al., 2004), and local and recent contamination by other compounds related to coal burning have been shown in lake sediments on Svalbard (Rose et al., 2006).
Coal waste has been shown to contain $39 - 62 \text{ Bq/kg } ^{238}\text{U}$, $54 - 69 \text{ Bq/kg } ^{226}\text{Ra}$, $39 - 61 \text{ Bq/kg } ^{232}\text{Th}$ and $499 - 860 \text{ Bq/kg } ^{40}\text{K}$ (Dowdall et al., 2004) and significant enrichment of the radioisotopes occurs when the coal is combusted to ash (Baxter, 1993). Particles may have been transported directly or indirectly to our site by wind and rain/snow, and trace elements present on the surface of ash particles are readily leached and could in turn lead to soil and water contamination around the source (Carlson and Adriano, 1993; Praharaj et al., 2002; Baba and Usmen, 2006).

It is in this context interesting to note that the average internal uranium contents of the shells are roughly correlated with the grain size of the surrounding sediment (gravel $\sim 12$ ppm, sand $\sim 7$ ppm and silt/clay $\sim 5$ ppm; Table 4). Given that the two samples with 'normal' uranium content (RLQG 371-039, 375-039) were both taken from the base of fine-grained sediment units with low permeability (Table 4, Fig. 2), it is tempting to see the amount of contamination related to sediment grain size as a reflection of permeability (i.e. amount of water the shells are exposed to). Consequently, we assume that samples 371-039 and 375-039 (lowest $U_{in}$) were the best protected from (U-rich) water percolation and thus from U contamination, while samples 382-039, 383-039 and 384-039 (highest $U_{in}$ in the coarsest units) were most exposed to it. For the low-$U_{in}$, shells uranium uptake in the very beginning of fossilisation can be assumed, as was proposed by some U-series investigators (see, e.g., Broecker, 1963; Blanchard et al., 1967), and their ages can be regarded as methodologically reliable.

The uranium enrichment is not considered to have a significant impact on the OSL ages since quartz does not absorb U and the very recent enrichment of the groundwater has not been able to cause noticeable deviation of the secular external dose rate from the measured one.

The amount of water, or ice, in the sediment is also important in the calculation of the final dose rate, as it absorbs some of the radiation that would otherwise have reached the measured quartz grains or shells. We assumed water contents close to saturation during the time since deposition. Since saturation (porosity) values set an upper limit to possible water contents ($<3$ percentage point change from stated values, Table 3) we believe that the samples are unlikely to have much lower dose rates (i.e. to be much older). Mean water content could have been lower, however, and dose rates correspondingly higher, making the ages younger. To that end, a lower limit is set by water content at sampling, and in the extreme case by completely dry sediments, but the latter must be considered unlikely. Using the water content at sampling as mean water content since deposition would make OSL ages about $\sim 15$% younger, but still within one standard deviation of the ages presented in Table 3. We do not believe that the water content has changed that much and a smaller water content change would not make much difference to the OSL and ESR ages.

6.2. OSL – incomplete bleaching and other factors affecting the dose or age

With long polar nights and proximity to glaciers, sediments at Leinstranda run a risk of suffering from incomplete bleaching due to insufficient exposure to sunlight at the time of deposition (Bateman and Murton, 2006; Bateman, 2008; Fuchs and Owen, 2008). Luminescence analyses of modern sediments from depositional environments similar to those sampled at Leinstranda indicate that shallow marine and littoral sediments generally are bleached, with doses of less than 1 Gy, at most 5 Gy (Alexanderson et al., unpublished data). Similarly, for late Weichselian and Holocene beaches there is no significant overestimation of OSL ages compared to calibrated radiocarbon ages of shells from the same site and stratigraphic level (Svensson, 2009; Ryen et al., unpublished data). The consistent OSL ages within sedimentary units (Fig. 2) also suggest that bleaching at Leinstranda was sufficient. If incomplete bleaching had occurred, all grains (sediment beds) are unlikely to have been bleached to the same degree and thus would not be expected to give similar ages. Although skewness and overdispersion is significant for the $D_e$ distributions of some samples (Table 3), none of these ‘bad’ samples differ significantly in age from ‘good’ ones (OD $<15\%$, skewness $<2 \times$ standard error of skewness) from the same unit. Nor are the minimum ages significantly different from the mean ages, which would be expected if there was a large population of poorly bleached grains (cf. Olley et al., 2004). Also, similar values of overdispersion have been documented elsewhere for multi-grain aliquots of well-bleached sediments (e.g. Jacobs et al., 2003b; Galbraith et al., 2005; Lian and Roberts, 2006). This suggests that the spread in doses is likely not related to incomplete bleaching but rather to material characteristics or other factors (e.g. beta dose heterogeneity, feldspar contamination). If the scatter is not related to incomplete bleaching, the value of the minimum-age model is reduced (Galbraith et al., 1999; Bailey and Arnold, 2006) and therefore we use the mean ages as the final ones.

![Fig. 10](image-url) A plot of our OSL, ESR and $^{14}C$ ages against depth and interpreted high relative sea-level events. The grey square denotes the Eemian interglacial (MIS 5e). The OSL chronology provides largely stratigraphically consistent ages, while the ESR ages are younger in the upper part and overlap or are older in the lower part.
Available data from the area thus suggest that any effect of incomplete bleaching is likely to be small, in the order of a few hundred (≤1 Gy) to a few thousand years (2–5 Gy), well within the error limits of the Leinstranda samples. This is in accordance with estimates of the effects of incomplete bleaching from late Quaternary glaciomarine/glaciolacustrine settings in Greenland (Hansen et al., 1999) and Scandinavia (e.g. Kortekaas et al., 2007), although larger amounts have been documented (e.g. Rhodes and Pownall, 1994; Alexanderson and Murray, in press). It should, however, be noted that with large single aliquots it is difficult to resolve partial bleaching (Olley et al., 1999; Duller, 2008), and so the possibility that some samples are nonetheless incompletely bleached must be left open.

Other factors that may influence the accuracy of OSL dose estimates and ages include thermal transfer and feldspar contamination (e.g. Rhodes, 2000; Jacobs et al., 2003a). Preheat plateau tests (Fig. 3) and low recuperation values suggest that thermal transfer is insignificant for the chosen temperature settings and should not contribute to any dose (age) overestimate. Likewise, feldspar contamination appears to be insignificant.

6.3. Method comparison

The methods and the resulting chronologies have their strengths and weaknesses and we will discuss these, focussing on the OSL- and ESR-chronologies, and explaining differences and similarities of the results where possible. It is important to note that OSL and ESR are not truly independent methods although they make use of different 'time-recording' mechanisms. For example, the dosimetry is much the same and anything that affects the dosimetry for one of the methods, will also affect the other method and in the same direction. Thus, if we for example lower the ESR dose rates to make the ESR ages older – and more comparable to the OSL ages – we also need to lower the OSL dose rates and the OSL ages will be even older.

The OSL chronology provides broadly stratigraphically consistent ages (two exceptions in Event I can be explained, see below), both within and between sedimentary units, and internal methodological tests show that the samples behave satisfactorily (Fig. 2). Likewise, the ESR chronology from Leinstranda, if based on the assumption of very recent U uptake in shells, also provides largely stratigraphically consistent ages (Fig. 2), with the exception of a few age inversions that have to be explained (see below). However, the results from the different dating techniques do not agree completely. The well constrained ESR ages are in almost all cases younger than corresponding OSL ages, or, for the large ESR age ranges, the mean is lower than that of the OSL ages (Fig. 10). For the two events where we have both OSL and ESR ages (III, V), there appears to be a systematic difference of roughly 50 ka between the results from the two methods.

A probable cause for OSL age overestimation is incomplete bleaching, but all available data suggest that the effect is limited to at most a few thousand years. It is also unlikely to affect the ages from several samples from two separate events with the same amount of overestimation. Uncertainties in dosimetry, especially water content, could make the ages somewhat younger, but would affect the ESR ages as well, as mentioned above (e.g. Fig. 10). Thus, it seems difficult to explain the disagreement by changing the input parameters to the OSL ages within reasonable bounds.

To make the ESR ages older, higher palaeodoses and/or lower dose rates are needed. Analytically, there seems to be little potential for such changes: palaeodoses have been determined very precisely, frequently on several different shells; and the lowest possible dose rates have been applied by the assumption that U uptake in the shells occurred very recently. Theoretically, low stability of the ESR signal may result in underestimation of the true ages, especially for older samples. However, stability of the ESR signal is favoured at Svalbard by a relatively low burial temperature: even at the present interglacial air temperature of ca – 6 °C (average 1961–90; Norwegian Meteorological Institute), the mean lifetime of the signal at g = 2.0012 in the typical marine shells from Arctic region is sufficiently long – about 107 years (Molodkov, 1989) – to prevent any underestimation of the shell ESR ages even for those from the lowest stratigraphic level. Also, the reliability of the over-modulation measurement technique of the g = 2.0012 analytical signal (Molodkov, 1988, 1993) is supported by results from the Intercomparison Project on ESR-Dating (Barabas et al., 1993; lab. no 6) and by results of parallel dating between ESR closed system, ESR open system, IRSL and U–Th (Molodkov and Bolikhovskaya, 2010; Molodkov, unpublished data).

Three of the four new radiocarbon ages are non-finite, older than ~45–50 14C ka BP, and thus do not contradict either OSL or ESR results. The one finite age, 46.5 ± 0.6 cal. ka BP from a mollusc shell (Table 5), is analytically finite, but in the context of being surrounded by non-finite ages it should be regarded as a minimum age (S. Gulliksen, pers.comm. 2010). A too young age for the shell could be due to contamination from younger carbon (cf. Sulzerzhitsky, 1998; Houmark-Nielsen and Funder, 1999).

Units 9–11 (event III) are interpreted to be deposited during interglacial conditions, based on their microfossil content (Miller et al., 1989) and macrobenthic fauna, particularly the occurrence of Astarte borealis (S. Funder, pers.comm., unpublished data). The ages from units 9–11 that best correspond to a known interglacial, in this case the last interglacial (MIS 5e), are the OSL ages, which average 129 ± 10 ka, while the other ages are significantly younger (Fig. 2). By inference, it would be likely to assume that OSL is working well also for the other events; but this is discussed in more detail for each event below.

7. Chronology of high relative sea-level events

7.1. High sea-level events I and II

Event I represents regression from an initially high sea-level right after a deglaciation and is followed by (likely) raised relative sea-level as glaciers approached the site anew during event II (Alexanderson et al., 2011). Of the seven OSL ages from units 2 and 3 (event I; Fig. 2), there are two outliers, one younger and one older than the remaining five which are consistent within errors. These outliers could possibly be explained by odd dosimetry (see above)
and incomplete bleaching, respectively. The mean OSL age of event I is 185 ± 8 ka.

The ESR ages from the overlying unit 6 (event II; Fig. 2), have a wide range of maximum ages from 184 to 405 ka. As it was reported above, supplementary isotope analyses and ESR-OS dating of sample RLQG 383-039 suggest that U-uptake in the shell occurred very recently, most likely within the last hundred years. Therefore, we assume that the rest of the shells taken from the gravelly unit were also recently enriched with uranium and consequently their ages are rather close to the maximum estimates. Nevertheless, there is an apparent inversion of the ages obtained on two pairs of different shells. The older ones were taken from sand pockets within a pebbly—bouldery deposit, and it could be that the sediment dose rate as measured from the sample is not entirely representative. Or, if the ages are taken at face value, the older shells were reworked from older deposits of middle Pleistocene age. In that case an average age between 236 and 208 ka can be calculated for the younger pair of shells with U content of 0.4 and 0.8 ppm, respectively.

Considering the uncertainties associated with both ages, an ESR-age of ~208 ka for unit 6 is not incompatible with the ~185 ka OSL ages from the underlying units. The two events I and II could be close in time, or the shells in unit 6 could be redeposited from older strata. The latter could also explain the difference in ages between the ESR samples from the same unit. Based on amino acid chronology of shells, Miller et al. (1989) inferred an age of at least 160 ka for their zone D (our event I); this does not contradict either chronology. From the available data we therefore conclude that our events I and II correlate to regional high sea-level event(s) during MIS 6 or late MIS 7, ~185 ka.

7.2. High sea-level events III and IV

During event III a relative high sea-level right after the deglaciation of a major ice sheet was gradually lowered due to isostatic rebound (Fig. 2; Alexanderson et al., 2011). From the microfossil content of sediments, Miller et al. (1989) concluded that marine conditions during our event III (part of their zone C) were more favourable than during the Holocene. This is in line with evidence from the macrobenthic fauna (S. Funder, pers.com.). We, like Miller et al. (1989), therefore correlate this event with MIS 5e, when inflow of Atlantic water was large and sustained (cf. Hald et al., 2001), and infer an interglacial situation. The OSL (and IRSL) ages, which for event III average 129 ± 10 ka (IRSL 140 ± 20 ka; Forman, 1999), are the ones that best agree with a last interglacial age. The ESR ages are considerably younger (<79 ± 6 ka), as well as also the single U/Th (on Hiattella arctica; Miller et al., 1989) and TL ages (Troitsky et al., 1979) (Fig. 2), and rather correlate with MIS 5a.

Event IV could not be dated since no datable material was found.

7.3. High sea-level event V

Similar to event III, event V represents post-glacial regression (Alexanderson et al., 2011). The microfauna (in zone B deposits; Miller et al., 1989) suggest that nearshore conditions were similar to those during the Holocene. This implies favourable conditions likely due to Atlantic water inflow, but taken at face value, age ranges from the different methods each overlap with one or more of those inflow events (Hald et al., 2001). Our high sea-level event V may be correlated to inflow taking place during MIS 5c (OSL 99 ± 8 ka), MIS 5a (IRSL 80 ± 10 ka) or late MIS 4 to early MIS 3 (ESR 59 ± 5 ka to ~50 ka) (Fig. 10). Perhaps more relevant is that the event needs to have been preceded by a major glaciation to give rise to the significant isostatic loading required for the (presently) raised marine deposits. Such glaciations have been documented to occur in the Barents Sea area both in MIS 5 (post MIS 5e) and in MIS 4/3 (Mangerud et al., 1988; Svendsen et al., 2004).

The ESR age ranges partly overlap the OSL ages (127–41 and 111–46 ka), partly they are younger (<59 ka). A higher time-averaged U-content and thus true ages towards the younger end of the age range would correspond with the one finite 14C age (46.5 cal. ka BP, Table 5) from the same part of unit 16. All available ages for units 15–17 are shown in Fig. 11. We interpret the event to have lasted at most ~10,000 years (if compared to the last deglaciation) and the ages can therefore be taken as dating one event within the resolution of most of the methods at these age ranges. The radiocarbon and U/Th ages, which both are considered minimum ages (see above and Miller et al., 1989), suggest that event V is older than ~45–60 ka. The OSL ages indicate a MIS 5 age and their accuracy is supported by the agreement between the biostratigraphically inferred interglacial and the OSL ages of event III. This would indicate that MIS 5c, or 5a, are more likely candidates than stages 4/3, which the ESR ages suggest. Based on the above, we interpret event V to be an early Weichselian interstadiatal, but an early middle Weichselian age cannot be ruled out.

7.4. High sea-level events VI and VII

Event VI is represented only by a thin gravelly-sandy bed between hiatuses (Fig. 2) and only a single OSL age (36 ± 3 ka) is available. However, deposits with similar OSL ages have been identified also at other sites in the area (H.T. Ryen, unpublished data) and lend support to a middle Weichselian age.

Geomorphologically pronounced beach ridges make up the deposits of event VII. The event has not been dated by us, but Miller et al. (1989) present single radiocarbon and U/Th ages from a nearby site that give an early Holocene age. The elevation of the beaches is also in line with highest deglacial marine limits at other sites in the area (Forman and Miller, 1984; Forman et al., 1987; Forman, 1989) and a last deglaciation age is concluded.

### Table 6

<table>
<thead>
<tr>
<th>Event</th>
<th>OSL</th>
<th>ESR</th>
<th>14C</th>
<th>U/Thb</th>
<th>IRSLc</th>
<th>TLd</th>
<th>Aminoab</th>
<th>Alt. 1</th>
<th>Alt. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV</td>
<td>36 ± 3</td>
<td>10.7 ± 0.3a</td>
<td>8 ± 2</td>
<td>99 ± 8</td>
<td>≤59</td>
<td>≥46</td>
<td>≥60</td>
<td>80 ± 10</td>
<td>70 ± 10</td>
</tr>
<tr>
<td>V</td>
<td>129 ± 10</td>
<td>≤79</td>
<td>≥65</td>
<td>140 ± 20</td>
<td>53</td>
<td>125 ± 10</td>
<td>Early Weichselian, 110–90 ka</td>
<td>Middle Weichselian, 60–45 ka</td>
<td></td>
</tr>
<tr>
<td>VI</td>
<td>185 ± 8</td>
<td>185 ± 8</td>
<td>&gt;160</td>
<td>185 ± 8</td>
<td>185 ± 8</td>
<td>&gt;160</td>
<td>185 ± 8</td>
<td>185 ± 8</td>
<td>Early Weichselian, 80–65 ka</td>
</tr>
</tbody>
</table>

---

a Miller et al. (1989), Calibrated by us using Fairbanks et al. (2005) after reservoir correction of 440 yr (Mangerud et al., 2006).
b Inferred ages according to Miller et al. (1989).
c Inferred ages according to Forman (1999).
d Troitsky et al. (1979).
8. Conclusions

Rounded glaciomarine, shallow marine and littoral deposits at Leinstranda, NW Svalbard, have been dated by optically stimulated luminescence (OSL), electron spin resonance (ESR) and radiocarbon (AMS-14C). OSL dating was done on sand-sized quartz from raised shallow marine and littoral sediments. The quartz was bright with a clear signal dominated by the fast component. ESR dating was performed on M. truncata, H. arctica and Astarte sp. mollusc shells from glaciomarine and shallow marine sediments. Unusually high uranium content in some shells (<19 ppm) led to large uncertainties in the final ages for those samples. The high uranium content may be due to significant recent uranium enrichment of the shells, possibly related to contamination from coal burning in a nearby mining settlement.

Ages from the site range from the Saalian s.l. (≥MIS 6) to the early Holocene (MIS 1). Both OSL and ESR provide broadly stratigraphic consistent ages, with OSL ages generally being more precise than ESR. The absolute ages of events differ between the two methods — there is a systematic offset between OSL- and ESR-ages — and two alternative chronologies for the seven high relative sea-level events identified in the Leinstranda section (Fig. 2; cf. Alexanderson et al., 2011), are presented, see Table 6. The cause of this age difference between methods remains to be determined. Based on currently available data, including a better agreement of OSL ages with other evidence, we base our chronology of sea-level change and glaciations on the OSL ages, but we cannot rule out the ESR ages.

Our results contribute to the knowledge of the timing of glacial and non-glacial events on Svalbard during the middle and late Quaternary, and thereby also to our understanding of glacial dynamics and environmental change in a highly sensitive part of the world — the Arctic.
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